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Abstract— Retrieving specific persons with various types of
queries, e.g., a set of attributes or a portrait photo has great appli-
cation potential in large-scale intelligent surveillance systems.
In this paper, we propose a richly annotated pedestrian (RAP)
dataset which serves as a unified benchmark for both attribute-
based and image-based person retrieval in real surveillance
scenarios. Typically, previous datasets have three improvable
aspects, including limited data scale and annotation types, het-
erogeneous data source, and controlled scenarios. Differently,
RAP is a large-scale dataset which contains 84 928 images with
72 types of attributes and additional tags of viewpoint, occlusion,
body parts, and 2589 person identities. It is collected in the
real uncontrolled scene and has complex visual variations in
pedestrian samples due to the change of viewpoints, pedestrian
postures, and cloth appearance. Towards a high-quality person
retrieval benchmark, an amount of state-of-the-art algorithms
on pedestrian attribute recognition and person re-identification
(ReID), are performed for quantitative analysis with three evalua-
tion tasks, i.e., attribute recognition, attribute-based and image-
based person retrieval, where a new instance-based metric is
proposed to measure the dependency of the prediction of multiple
attributes. Finally, some interesting problems, e.g., the joint
feature learning of attribute recognition and ReID, and the
problem of cross-day person ReID, are explored to show the
challenges and future directions in person retrieval.
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I. INTRODUCTION

PERSON retrieval with the querying conditions of specific
visual attributes or portrait images is very useful in hunt-

ing criminal or terrorism suspects in large-scale surveillance
scenarios. For example, describable person attributes can play
the critical role in the retrieval of the two suspects in Boston
marathon bombing event [1]. To complete the task, how to
extract a “good” feature representation for the target person
is a crucial and challenging problem due to the low image
quality, the large variations of camera viewpoints, the large
pose variations and occlusions in real unconstrained scenes.
Although deep neural network based methods learning visual
features from large-scale training samples have achieved a
series of breakthroughs in various vision tasks, the used large-
scale benchmark datasets e.g. ImageNet and COCO, are col-
lected from Internet, which have intrinsic bias of cyberspace,
e.g. selection bias, capture bias, and negative set bias [2].
Thus, for person retrieval in the domain of physical world,
it is necessary to construct a large-scale and richly annotated
pedestrian dataset for feature learning and algorithms evalua-
tions. In this paper, considering two types of query modalities
in person retrieval, i.e., image-based query and attribute-based
query, as shown in Fig. 1, we collect a large-scale and richly
annotated pedestrian (RAP) dataset as a unified benchmark for
person retrieval in real visual surveillance scenarios.

For person retrieval with the image-based query, ReID tech-
niques which aim to find the target persons from a large-scale
gallery database, have drawn a lot of attention in the past
decade. It assumes that the target person has at least one image
in the gallery who has the same identity and been captured by
different cameras from that of probe image. Currently, feature
extraction and similarity calculation are two main steps for
ReID, where many powerful features of person images and
similarity metrics have been proposed [3]. Since ReID aims
to retrieve person instances whose identities are exactly the
same as that in the query image, and the test persons are never
seen during training, so that ReID can be stated as one kind
of zero-shot learning [4]. In complex surveillance scenarios,
the ReID model is often very hard to acquire satisfying results.
Thus, an alternative relaxed objective to retrieve persons with
certain attribute conditions may be easier achieved.

Attribute-based person retrieval searches interesting persons
using describable pedestrian attributes, e.g., gender, and cloth-
ing types. Typically, for the attribute-based person retrieval,
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TABLE I

COMPARISON AMONG DIFFERENT PEDESTRIAN ATTRIBUTE DATASETS. “PID” MEANS THE ANNOTATION IS BASED ON PERSON IDENTITY, WHILE
THE “PI” MEANS THE ANNOTATION IS BASED ON EACH PERSON INSTANCE. “BATTRIBUTES” REPRESENTS THE BINARY ATTRIBUTES

Fig. 1. The general framework for person retrieval based on different types of
queries. The green and purple lines represent attribute-based and image-based
queries, respectively.

we usually train classifiers for all the predefined attributes
based on training data firstly. In the test stage, the likelihoods
of the gallery images to the query attribute categories are
calculated. At last, the ranking list based on attribute like-
lihoods are returned. Although attribute-based person retrieval
has a more relaxed objective than ReID, and has many tech-
nical advantages such as low storage cost and high retrieval
efficiency, it is still hard to obtain satisfying results due to
its inherent challenges, e.g., the large intra-class variations in
attribute categories (appearance diversity and ambiguity [5]),
extremely unbalance distribution and lack of sufficient training
data.

As far as we know, existing datasets typically tend to one
type of retrieval, either attribute or image. For the attribute-
based person retrieval, there are two popular datasets, i.e., the
APiS [6] and the PETA [5]. The APiS has fewer images and
annotation types, which only has 3,661 images with 11 binary
attributes and 3 multi-class attributes. Although the PETA
has a larger number of images and annotation types, it is
annotated at identity level, i.e., person images belonging to the
same identity have the same annotations, even some attributes
are invisible due to some factors, like occlusion or view-
points. For the image-based person retrieval, the current
large-scale datasets are CUHK03 [7], Market1501 [8] and
DukeMTMC-reID [9]. Although they have a large number
of identities, e.g. 1,501 identities of Market1501, they are
still limited in the intra-class variations, such as occlusions,
environments, and partial variations of cloth appearance.

In this paper, we collect a new large-scale Richly Annotated
Pedestrian (RAP) dataset to accelerate the research of person
retrieval in real surveillance scenarios. Some typical samples
are shown in Fig. 2. The RAP has totally 84,928 pedestrian

Fig. 2. Image samples in RAP. In the real scene, attributes will change or be
hard to determine due to camera viewpoint, body part occlusion, human’s
orientation and pose, time range, image quality etc. Even the same person’s
attributes will change a lot, which makes it a challenging problem.

TABLE II

COMPARISON AMONG DIFFERENT REID DATASETS. “#ID”, “#BBOX”,
“#DIST” AND “#CAM” REPRESENT THE NUMBER OF IDENTITIES,

BOUNDING BOXES, DISTRACTORS AND

CAMERAS, RESPECTIVELY

samples collected from 25 scenarios, and each sample is
annotated with 72 fine-grained attributes as well as viewpoints,
occlusions, and body parts. In addition, person identities are
annotated in a subset of RAP, which contains 41,585 images,
for the study of image-based person retrieval. It consists
of 2,589 identities who appears at more than two cameras, and
extra 14,947 person images as distractors. The comparisons
between RAP and existing pedestrian attribute datasets and
ReID datasets are shown in Table I and Table II. Compared
with other attribute datasets, RAP has more data samples,
fine-grained attributes, and extra contextual annotations, e.g.
time, locations, viewpoints, occlusion patterns, and body parts.
Compared with other ReID datasets, there are more identities,
as well as instance-level attribute annotation, which may be
useful in developing new attribute assisted ReID models.
In summary, RAP1 provides a unified evaluation benchmark

1http://rap.idealtest.org/, will be updated soon.
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on large-scale person retrieval based on two query types,
i.e., person attributes and identities, in unconstrained real
scenarios.

The contributions of this paper are summarized as follows.
– A large-scale richly annotated pedestrian dataset RAP is

collected to accelerate the research on person retrieval in
real surveillance scenarios. To the best of our knowledge,
RAP is current largest person retrieval dataset which
could support pedestrian attribute recognition, attribute-
based person retrieval, and person ReID simultaneously.

– Standard data splits and evaluation metric are used and
several state-of-the-art algorithms are conducted on RAP,
which make it available to evaluate and develop new
approaches on pedestrian retrieval. Furthermore, instance-
based metrics in multi-label learning are firstly introduced
in attribute classification, which could be better to evalu-
ate the dependency of multiple attributes on each sample.

– For pedestrian attribute classification, the influences of
viewpoints, occlusion styles, and body parts are empir-
ically analyzed, which can inspire the development of
advanced algorithms in future.

– Several experiments are conducted to explore the rela-
tionship between attribute classification and ReID, which
may help the model design in future. Moreover, for ReID
based person retrieval, a more challenging problem of
cross-day person ReID is explored, where the limitations
of current ReID approaches are discussed.

The rest of this paper is organized as follows. Section II
reviews related work. Section III describes the collected RAP
database and evaluation protocols. Section IV introduces the
baseline methods. Experiments are shown in Section V. In the
last, Section VI concludes the paper.

II. RELATED WORK

A. Related Datasets

In a large-scale surveillance system, person retrieval is
particularly useful for security officers/operators searching for
terrorists or suspects, which can be performed by attribute-
based or image-based queries. As the core technique of
image-based person retrieval, ReID has become one hot topic
recently. Some large-scale datasets have been proposed, e.g.
Market-1501 [8], DukeMTMC-reID [9], and MARS [13].
Market-1501 has 1,501 identities collected from 6 manually
settled cameras in the campus. Based on the same data
source of Market-1501, MARS is collected for the study of
video-based ReID, which has 1,261 identities. Different from
Market-1501 and MARS, DukeMTMC-reID is collected from
uncontrolled campus scenes, and it has 1,404 identities from
8 cameras.

Visual attributes have been proved to be advantageous
for image classification and retrieval [14], [15]. The first
public pedestrian attribute dataset, i.e. the APiS dataset [6]
is presented at the year 2013, which has 3,661 samples
with 11 binary attributes. Deng et al. [5] collect a larger
pedestrian attribute dataset PETA in 2014, which has 64 binary
attributes and 19,000 samples. Recently, Li et al. [16] propose
a language-based person search dataset, which aims to learn
language-image matching for person retrieval.

Instead of studying ReID and pedestrian attribute inde-
pendently, recently researchers also pay more attention on
the influence of attributes on ReID [17], [18]. Popular ReID
datasets, such as Market-1501, are also annotated with extra
attributes. However, the additional attribute annotations has
limited attribute categories, where only more than ten binary
attributes are annotated. Furthermore, the attribute are anno-
tated based on person identity, where all image samples
owning the same ID are assigned with the identical attribute
value, regardless that the visibility of the attributes may be
changed, such as handbag and glasses, due to the variance of
camera viewpoints, person postures, and occlusion conditions.

Different from previous datasets which are oriented to either
attribute recognition, or ReID, RAP is constructed for a unified
evaluation benchmark on large-scale person retrieval with both
types of queries, i.e., attribute-based and image-based queries.
The simultaneous annotation of instance-level attributes and
ReID relationships also provides a richly annotated data
platform for developing advanced algorithms on pedestrian
recognition, i.e., attribute assisted person ReID.

B. Pedestrian Attribute Recognition

Previously, pedestrian attribute recognition is studied
based on handcrafted features with traditional classifiers.
Layne et al. [17], [23] use low-level features and Sup-
port Vector Machines (SVM) [24] to detect attributes.
Deng et al. [5] utilize the kernel SVM [25] to recognize
attributes, where the Markov Random Field is used to learn the
relationship among attributes. Zhu et al. [6] introduce Gentle
AdaBoost to accomplish feature section and classifier learning
jointly.

Inspired by the great success of Deep Convolutional
Neural Networks (DCNN) in image recognition [26], several
DCNN-based methods are proposed in pedestrian attribute
recognition. Typically these methods learn image features and
classifier in an end-to-end style. Li et al. [27] propose a Multi-
Attribute Recognition (DeepMAR) model, which utilizes the
prior knowledge in the objective function for attribute recog-
nition. Zhang et al. [28] propose a pose aligned networks for
deep attribute modeling and use the poselets [29] to assist
attribute classification in the natural scene. Zhu et al. [30]
introduce the patch-based multi-label CNN with predefined
attribute-patch connection structure to recognize attributes.
Sudowe et al. [31] propose the Attribute Convolutional Net
(ACN) to learn multiple attributes through a jointly-trained
holistic CNN model. In this paper, we adopt two state-of-
the-art models, e.g. CaffeNet [26] and ResNet [32], with
the objective function of DeepMAR and ACN for pedestrian
attribute recognition task.

C. Attribute-Based Person Retrieval

Attribute-based person retrieval is first proposed by
Vaguero et al. [14], where the parsing of human parts and
their attributes, e.g. facial hair, clothing color, are studied for
person retrieval. After that, many approaches are proposed
for person retrieval with attribute-based queries [1], [33]–[35].
Thornton et al. [33] propose to use a generative probabilistic
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model to match the queried attributes and gallery images.
Feris et al. [1] utilize the “learning to rank” approach
to fuse the score of different attributes’ detection scores.
Shi et al. [34] transfer the semantic representation from the
human parsing dataset to pedestrian images in surveillance
for person retrieval. When querying with multiple attributes,
the product of probabilities of multiple attributes are used
to generate the ranking list. In this paper, we adopt a two-
step strategy for attribute-based person retrieval, where pedes-
trian attributes are firstly recognized, then similarity ranking
of multiple attributes is calculated with probability-product
principle [34].

D. Image-Based Person Retrieval

Image-based person retrieval, where the core technique is
ReID, has made great progress in past few years [3], [36].
Most approaches focus on developing powerful features to
handle problems like the variations of viewpoint [37], body
pose [38], illumination [39], appearance [40], or learning
an effective distance metric [41]–[43]. With the increasing
sample size of ReID database, features learning from multi-
class person identification with CNN [13], [38], [44], denoted
as ID-discriminative Embedding (IDE) [45], has shown great
potentials on large-scale ReID datasets, such as MARS [13],
PRW [45], where the IDE features are obtained from the last
hidden layer of DCNN.

In addition to image-based person ReID, there are some
work utilizing describable person attributes, e.g. gender, cloth
types, to assist ReID, such as [17], [18], [46], and [47].
Although binary attributes have great potentials in ReID [17],
they are hard to be directly used due to the weak detection
results. Typically, researchers make use of attributes in two
ways. First, the detection scores of all the attributes are
extracted as extra attribute features. The similarities between
attribute features are computed, which are further fused with
other types of similarities for ReID, e.g. [17], [46]. Second,
attributes are used to assist the learning of robust semantic
features which are further used in ReID, e.g. [18], [47].
In this paper, we focus on the second one and explore the
richly annotated information in RAP to jointly learn the
IDE representation with the supervision of person attributes
and identity.

III. THE RAP DATASET

A. Data Collection and Annotation

1) Data Collection: RAP is collected from a realistic High-
Definition (1,280×720) surveillance network at an indoor
shopping mall. Considering the data richness and storage cost,
totally 30 days from 25 cameras at 15 frames per second
are collected firstly. Then a motion detection and tracking
algorithm based on Gaussian Mixture Model is applied to all
the collected videos on a ten nodes MPI cluster. For each
camera, one or two virtual lines indicating region-of-interest
are set manually and the tracked objects accessing the virtual
lines are used for annotation. Considering the annotation
cost, totally 30 hours (1 hour per day) synchronous videos
are selected for each visual scene for annotation. Finally,
84,928 human images are used to construct the RAP dataset.

TABLE III

DETAILED ANNOTATIONS IN RAP. COMPLETE ATTRIBUTE
NAMES ARE SHOWN IN SUPPLEMENTAL MATERIALS

2) Attribute: To cover most important attributes in a prac-
tical surveillance system, 72 attributes are adopted, including
some attributes that are suggested by the UK Home Office and
UK police to be the most valuable in tracking and criminal
identification [48]. Besides, the viewpoints, occlusions, and
body part positions are annotated to study the effect of the
contextual and environmental factors for person retrieval. The
annotation is carried out by a professional data corporation
and the quality of annotation is guaranteed by 3 rounds of
sample checking as well as the workers and our staffs. Detailed
descriptions of the annotations are shown in Table III.

As shown in Table I, in RAP, each human image is annotated
independently and the person images of the same identity
may have different attribute annotations due to the viewing
angle variations, occlusions, and the large time interval of
occurrences etc. This is especially important in indoor sur-
veillance scenes where a huge number of pedestrian samples
have some occlusions in various degrees, e.g., about 28%
images are occluded in RAP. In addition, RAP is collected
during a continuous period with 25 cameras scenes in a unified
surveillance network, which provides sufficient variations in
person images, e.g., postures, view angles, etc., but less
scenario heterogeneity than that of PETA dataset which is
derived from the mixture of different surveillance scenes with
different image qualities and data environments.

3) Person ID: Besides attributes, we manually select
41,585 images over 15 days from entire RAP for identity anno-
tation. Finally, there are 2,589 identities with 26,638 samples
are annotated for ReID. The rest 14,947 pedestrian samples
serve as distractors who have disjoint identities. Compared
with other ReID datasets, RAP has more identities and cam-
eras. The distractors are pedestrian images rather than pure
backgrounds, which could increase the difficulty of person
retrieval. In addition, the identities are also annotated with
extra information, e.g. viewpoints, occlusion patterns, body
parts, which will help to develop better ReID algorithms.

In summary, RAP contains more samples, annotation cate-
gories and variations in camera views, and provides a unified
benchmark to demonstrate the effectiveness of the various
approaches on person retrieval with both types of queries.
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TABLE IV

DISTRIBUTION OF PEDESTRIAN VIEWPOINT. THE PERCENTAGES ARE THE
RATIO OF THE NUMBER OF IMAGES IN EACH VIEWPOINT

TO THE WHOLE DATASET

TABLE V

DISTRIBUTION OF OCCLUSION POSITIONS. A PEDESTRIAN

IMAGE MAY BE OCCLUDED BY MULTIPLE POSITIONS

Fig. 3. (a) and (b) show some examples of different viewpoints and occlusion
patterns respectively. The viewpoints from left to right in (a) are front, back,
left and right. The occlusion sources of first two images in (b) are attachment
and person. The last two images in (b) are occluded due to camera borders.

B. Dataset Characteristics

1) Attribute: Typically, RAP provides four extra kinds of
annotations, namely viewpoints, occlusion patterns, body parts
and fine-grained attributes.

a) Viewpoints: There are four types of viewpoints anno-
tated in RAP, including facing front (F), facing back (B),
facing left (L) and facing right (R). The viewpoint is annotated
based on the full body’s direction relative to the annotators.
The distribution of different viewpoints is shown in Table IV.
Examples of different viewpoints are shown in Fig. 3(a).

b) Occlusions: Occlusions happen very often in realistic
scenes, especially in an indoor shopping mall. About 28%
pedestrians in RAP have occlusions in various degrees. We fur-
ther label the occluded samples according to the locations
of occlusions and the sources of occlusions. The locations
of occlusions are divided into 4 categories, i.e. top (T),
bottom (B), left (L) and right (R). The occlusion is annotated
when its corresponding parts are invisible. The distribution
of occlusion locations is shown in Table V. There are four
sources of occlusions, including persons, environments (such
as camera border), attachments (such as package) and other.
Different from the viewpoint, occlusion pattern can be multi-
value due to the complex environment or contextual factors.
Examples of occlusion patterns are shown in Fig. 3(b).

c) Body parts: Typically, humans in surveillance videos
are relatively small and blur. Exact part positions, such as the
arm and foot, are hard to be annotated in practical systems.
However, body parts are essentially useful for variant tasks,
such as pose estimation and ReID. In this paper, instead of
fine-grained body part annotations, three coarse-grained body
parts are annotated, including head-shoulder, upper body, and
lower body, which can be used to develop more efficient
part-based attribute or identity representation as well as study

Fig. 4. (a) shows examples of three body parts. The green bounding box
in the first column is the attachment. (b) shows examples of the fine-grained
attributes. Best viewed in color.

TABLE VI

DISTRIBUTION OF THE NUMBER OF ATTRIBUTES ACCORDING

TO THE PROPORTION OF POSITIVE SAMPLES TO
THE WHOLE DATASET

Fig. 5. Distributions of the number of person identities on the number of
cameras that a person appears.

some new problems, such as attribute localization in future.
Examples of the three parts are shown in Fig. 4(a).

d) Fine-grained attributes: Besides the environmental
and contextual factors, we also annotate various interesting
fine-grained attributes, including action (such as Talking and
Pushing), role (such as Customer and Clerk), and body type
(such as Fatter and Thinner). Example images are shown
in Fig. 4(b).

To have a deeper analysis about attribute distributions,
we provide the statistics of annotations. The number of
attributes on one person ranges from 4 to 26, and the
mean value is 12.2. Moreover, we also find that RAP has
serious unbalance distributions measured by the proportion
of positive samples to the whole dataset on most binary
attribute categories. As shown in Table VI, most attributes
have fewer positive samples (less than 10%), which makes
it a challenging problem to develop high-quality recognition
algorithms.

2) Identity: RAP has 2,589 person identities with
26,638 samples. Since the camera network is large, it is hard
for a person walking across all cameras. The distribution of
person identities vs. the number of cameras is shown in Fig. 5.
In summary, a person would appear at 2 to 19 cameras and the
mean value is 4.2. As shown in Table VII, another challenge
is that the number of samples per identity has large variances
and most identities have less than 5 samples. It is reasonable
because most customers have specific purposes in the shopping
mall, and they will occur in certain regions.
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TABLE VII

DISTRIBUTION OF THE NUMBER OF IDENTITIES ACCORDING
TO THE NUMBER OF IMAGES FOR EACH IDENTITY

C. Evaluation Protocols

a) Pedestrian attribute recognition: The first protocol
to evaluate the attribute recognition algorithms is the mean
accuracy (mA), which could handle the unbalance attribute
distribution. It has been adopted to evaluate the pedestrian
attribute recognition [5] and face attribute recognition [49].
Considering the unbalance distribution of attributes, for each
attribute, mA computes the classification accuracy of positive
samples and negative samples separately and then take the
average of them as the result of the attribute. After that, mA
takes an average over all the attributes as the final result. The
evaluation criterion can be formally calculated as follows.

m A = 1

2L

L∑

i=1

(T Pi/Pi + T Ni/Ni ) (1)

where L is the number of attributes; Pi and T Pi are the
numbers of positive samples and correctly predicted positive
samples, respectively; Ni and T Ni are the number of negative
samples and correctly predicted negative samples, respectively.

The above label-based solution, treats each attribute inde-
pendent and ignores the inter-attribute dependency, which
exists naturally in multi-attribute recognition. Considering
this problem, besides mA, we propose to use the instance-
based metrics to evaluate attribute recognition algorithms.
Instance-based evaluation captures better the consistency of
the predictions of multiple attributes in one image [50], and
it includes four metrics: accuracy, precision, recall rate, and
F value, which are defined as follows.

Accuracyinst( f ) = 1

N

N∑

i=1

|Yi
⋂

f (xi )|
|Yi

⋃
f (xi )|

Precisioninst ( f ) = 1

N

N∑

i=1

|Yi
⋂

f (xi )|
| f (xi )|

Recallinst ( f ) = 1

N

N∑

i=1

|Yi
⋂

f (xi )|
|Yi |

Finst ( f ) = Precisioninst ∗ Recallinst

Precallinst + Recallinst
(2)

where N is the number of samples. For the i -th sample, Yi

is the ground truth positive labels, f (xi ) returns the predicted
positive labels. | · | is the set cardinality. Finst is an integrated
version of Precisioninst and Recallinst .

b) Attribute-based person retrieval: As an image retrieval
problem, we can use mean average precision (mAP) to eval-
uate the attribute-based retrieval. For each given query, e.g.
multiple attributes, the average precision is defined as follows.

AP =
∑N

r=1 P(r) × rel(r)

K
(3)

where P(r) is the precision at Rank-r, rel(r) is a binary
function that judges whether the image at Rank-r is revelent
to the give query attributes, e.g. owing all the attributes in
the query attribute list, and K is the number of related person
images. AP is also known as the area under the precision-
recall curve. Finally, we can obtain the mAP by averaging all
the queries’ average precisions.

c) Person re-identification: We use the popular metrics,
including mAP and Rank-1 accuracy [8] to evaluate the ReID
performance. The computation process of AP is the same
as Eq. (3) except for the images from the same identity
and camera as the query image. After all the queries’ APs
are obtained, we obtain the mAP through computing the
mean value. The Rank-1 accuracy in Cumulated Matching
Characteristics (CMC) curve is a complementary result.

IV. METHODS

A. Pedestrian Attribute Recognition

We adopt SVM and end-to-end CNN approaches as pedes-
trian attribute recognition baselines.

1) SVM: SVM has been used for pedestrian attribute recog-
nition before [5], [17]. We adopt the open-source liblinear
package2 in this paper. The cost parameter C is selected from
{0.01, 0.1, 1, 10, 100} based on the validation set. Due to
the serious unbalance distribution, not all the examples are
used for training. Similar with Layne et al. [17], we randomly
downsample the negative samples to the size of positive
samples if positive samples are less than negative samples.
The same rule is applied to the positive samples. Subsequently,
the sampled subset is used to train the SVM. We adopt two
types of features for attribute recognition, including popular
Ensemble of Localized Features (ELF) [37] and off-the-shelf
CNN features. The open source code3 is used to extract ELF.
For off-the-shelf CNN features, the “FC6” and “FC7” in Caf-
feNet and “Pool5” in ResNet50, which are both pretrained in
ILSVRC-2012 1000-category classification task, are adopted.
Notably, both of these extracted features are L2 normalized in
the training and test stage.

2) End-to-End CNN: Besides the two-stage methods,
the end-to-end deep learning methods have made great
progress in attribute recognition [27], [28], [31], which jointly
learn features and classifiers. In this paper, we adopt two
attribute recognition models as end-to-end CNN baseline
methods, including ACN [31] and DeepMAR [27]. ACN adds
an extra fully connected layer for each attribute and uses
Kullback-Leibler divergence loss to optimize the network.
It has achieved good performance in Parse-27k [31]. Deep-
MAR proposes to use weighted sigmoid cross-entropy loss
to optimize the network and has achieved state-of-the-art
results in PETA. For DeepMAR, besides CaffeNet, we also
explore the deeper ResNet50 as the steam network for attribute
recognition.

The stochastic gradient descent (SGD) is adopted to opti-
mize the networks. For CaffeNet-based models, we use the
initial learning rate 1×10−3 and weight decay with 5×10−4.

2http://www.csie.ntu.edu.tw/ cjlin/liblinear/
3https://github.com/rlayne/ELF-v2.0-Descriptor/
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The learning rate will be divided by 10 after each 20K
iterations with batch size of 256. The mean value subtraction,
random mirror and crop (256×256 to 227×227) are adopted.
The model at 50K iterations is adopted for evaluation, and
the center crop is used at test stage. For DeepMAR with
ResNet50, the learning rate will be divided by 10 after each
30K iterations with batch size of 32. For image preprocessing,
the mean value subtraction, random mirror and image resize
(224×224) are adopted. The model at 90K iterations is used
for evaluation. Note that the CaffeNet and ResNet50 are
pre-trained on the 1.2M images from the ILSVRC-2012
1000-category classification task and then finetuned on RAP.

B. Attribute-Based Person Retrieval

Due to the imperfect pedestrian attribute classification algo-
rithms, researchers usually use the predicted scores instead
of binary labels for searching [14], [34], [51]. As differ-
ent algorithms can lead to different person retrieval results,
in this paper, we adopt the attribute classification algorithms
in Section IV-A, including SVM, ACN and DeepMAR. For
the multi-attribute query, we use the probability-product of all
the query attributes as the similarity for final person retrieval.
The similarity between query attribute set Q and gallery image
x can be formalized as follows:

S(Q, x |�) =
M∏

j=1

prob(Q j |x,�) (4)

where � is the model parameters, x is the test pedestrian
sample, and Q is a set of query key-words, which contains
M attributes. prob(Q j |x,�) represents the prediction prob-
ability of x belonging to attribute Q j given the model
parameter �. Here we consider each attribute as an inde-
pendent variable, thus the joint probability can be computed
through the probability-product principle.

C. Image-Based Person Retrieval

Two types of baselines, including hand-crafted features
with metric learning algorithms and deep feature learning
approaches, are adopted for ReID. For the first category, four
types of features and three metrics are adopted. The features
include ELF [37], Local Maximal Occurrence (LOMO) [42],
Gaussian Of Gaussian (GOG) [39] and JSTL-DGD [44]. The
metrics include Euclidean metric, Keep It Simple and Straight-
forward (KISS) [41] and cross-view Quadratic Discriminant
Analysis (XQDA) [42]. By combining different features and
metric learning approaches, we naturally have 12 different
baselines.

For the second category, several state-of-the-art meth-
ods, including CaffeNet [26], ResNet [32], DenseNet [52],
PAR [18], MSCAN [38], MuDeep [53], HACNN [54], are
implemented. To explore the influence of attributes on ReID
feature learning, we develop a multi-task network based on
two backbone networks, including CaffeNet and ResNet50,
as shown in Fig. 6, to jointly learn the multi-class person
identification and pedestrian attribute classification. As we
adopt two steam networks, the learned features for ReID

Fig. 6. The multi-task convolutional neural networks based on
ResNet50 which jointly learn the attribute classification and multi-class
identification tasks.

are 4,096-dimension “fc7” and 2,048-dimension “pool5” for
CaffeNet and ResNet50, respectively. For multi-class person
identification, the cross entropy loss with softmax is adopted
as follows.

Lid = −
N∑

i=1

log
exp(W T

yi
zi + byi )∑C

j=1 exp(W T
j zi + b j )

(5)

where i is the index of person images, zi is the feature of
i -th sample, yi is the identity of i -th sample, N is the number
of images, C is the number of identities, W j is the classifier for
j -th identity. For attribute classification, we use the objective
function of DeepMAR, which is defined as follows.

Latt =− 1

N L

N∑

i=1

L∑

l=1

wl(yil log( p̂il) + (1 − yil )log(1 − p̂il ))

(6)

where wl = exp((1 − pl)/σ
2) when yil = 1, and wl =

exp(pl/σ
2) when yil = 0. yil is the groundtruth of l-th

attribute of i -th example, pil is the corresponding prediction
probability, wl is the loss weight for l-th attribute, pl is
the positive ratio of l-th attribute in the training set, and
σ is a temperature coefficient which is set as 1. The final
objective function of the multi-task network is defined as
follows.

L = Lid + λLatt (7)

where λ is the weight to balance two different losses. It is
empirically set as 1 based on validation set.

The SGD is used to optimize the ReID backbone networks.
The initial learning rate is 1 × 10−3 and decreases by 10 after
every 20K iterations. The model at 50K iterations is used
for evaluation. To avoid overfitting, Dropout [55] with rate
0.7 is adopted after the “fc6” and “fc7” layers in CaffeNet
and “pool5” layer in ResNet50. For image preprocessing,
the mean value subtraction, random mirror and random crop
(256×256 to 227×227) are adopted in CaffeNet. In ResNet50,
we resize the original image to 224×224, subtract the mean
value in each channel, and random mirror the image for
network training.

V. EXPERIMENTAL RESULTS

This section will introduce the experiments of the above
three tasks, i.e. pedestrian attribute recognition, attribute-based
person retrieval, and image-based person retrieval.
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TABLE VIII

ATTRIBUTE RECOGNITION RESULTS IN MA (%). “C” AND “R” REPRESENTS CAFFENET AND RESNET50 RESPECTIVELY. IACN AND IDEEPMAR ARE
THE INDIVIDUAL ATTRIBUTE VERSIONS OF ACN AND DEEPMAR. DEEPMAR* ARE RESULTS BASED ON BODY PARTS. BEST RESULTS

IN EACH ROW EXCEPT THE LAST TWO COLUMNS ARE INDICATED IN BOLD

A. Person Attribute Recognition

1) Overall Evaluation: Two types of methods are imple-
mented for attribute recognition. The first category is classic
methods, where SVM classifiers with variant features (ELF,
FC6, FC7, and Pool5) are adopted. The second category is
end-to-end deep learning methods. It consists of two popular
multi-attribute recognition models (ACN and DeepMAR), and
their individual attribute versions (IACN and IDeepMAR).
The experiments are conducted with 5 random splits where
data partition is shown in Table IX. We use the validation
set to select the proper hyperparameters, e.g. penalty factor
C in SVM, and use the train+val to obtain the final model
for the final evaluation on the test set. Due to the highly
unbalanced distribution of attributes, totally 54 binary

TABLE IX

DATA SPLIT FOR PEDESTRIAN ATTRIBUTE RECOGNITION

attributes are selected in our experiments. An attribute is
selected when the proportion of positive samples to the whole
dataset is higher than 0.01. Baldhead and Child are also
selected due to their salience in real scenario. The results are
shown in Table VIII.

As shown in Table VIII, the attributes, e.g. gender and
backpack, have better recognition accuracy, which is consistent
with Deng et al. [5]. Compared with ELF, the off-the-shelf
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Fig. 7. Recognition results of partial attributes in mA (%) at different
viewpoints. Avg. of clean is the average results of all the clean test images
without occlusion. Best viewed in color.

Fig. 8. Examples of partial attributes’ recognition results. The green boxes
are true positives and the red ones are false negatives. Best viewed in color.

CNN features have shown better results. Compared with FC7,
FC6 has better generalization ability. Compared with CaffeNet,
the Pool5 from ResNet50 has shown better performance.
Compared to the independent training strategy in IACN and
IDeepMAR, the multi-attribute recognition models (ACN and
DeepMAR) have shown better results on most of selected
attributes. However, for a few attributes, e.g. hs-Galsses, att-
PlasticBag, superior results can be obtained by the independent
models, which suggests more appropriate multi-task learning
strategies to learn shared features through efficiently exploring
the relationships among multiple attributes. The instance-
based evaluation will be shown on Table X for further com-
parison.

2) Influence of Viewpoint: To explore the influence of
viewpoint, we manually select the images without occlusion
for analysis. The clean training data with different viewpoints
is used to train the linear SVM with Pool5 features. The
test images are divided into four partitions according to the
ground truth viewpoints, including front, back, left and right.
Recognition results of selected partial attributes are shown
in Fig. 7. In summary, partial attributes are sensitive to the
viewpoint, such as Backpack. Besides the quantitative results,
we also visualize the recognition results of three attributes,
including Female, Longhair, and Backpack, in Fig. 8. For
the Backpack, those samples whose backpack strap color are
similar to upper body clothes or putting the package in the
front are hard to be recognized.

3) Influence of Occlusion: For a quantitative analysis on
the influence of occlusion, we use clean data for training the
SVM classifiers with Pool5 features and only the occlusion

Fig. 9. Attribute recognition results of three samples from “person occluded
by other person”. Att. means pedestrian attribute category. GT. is the ground
truth label. PT. is the predicted label. The first two samples show the false
predictions and the third one shows the partial false predictions.

Fig. 10. Partial attributes’ results in mA (%) on occlusion images. Avg. of
clean is the average results of the clean test images without occlusion. Avg.
of occlusion is the average results of the occlusion test images. Best viewed
in color.

data for test. The recognition results of partial attributes are
shown in Fig. 10. Compared with average results on clean
test set, almost all the attributes’ accuracies drop drastically,
such as Female and Dress. The average accuracy of all the
attributes drops 5.42%. However, the results of attributes like
BodyFat which reflects the character from full body, change a
little. This indicates that the attributes corresponding with body
parts may be easier affected by occlusion, while the attributes
of the full body are more robust to the partial occlusions.

Besides the influence of occlusion regions, we also make
a quantitative analysis on the influence of occlusion type
“person occluded by other people” on attribute recognition.
Specifically, we train the attribute recognition models based on
the cleaning training set without any occlusions and evaluate
the models on two types of test sets, i.e., one is a clean
test set without occlusions, the other one only includes the
person samples occluded by other persons. The experimental
results based on the metric of mA are 74.60% and 67.66%,
respectively. Compared to the mean attribute recognition
results on test set with all kinds of occlusions (69.18%),
the occlusion type of person occluded by other person has
lower performance, which shows that the person occlusion is
still an important challenge in pedestrian attribute recognition.

Some challenging effects of “person occluded by other
people” on pedestrian attribute recognition are shown in Fig. 9.
As shown in Fig. 9, when multiple persons gather and serious
occlusions occur, the model may easily shift from one person
to another, where the recognized local attributes may be from
different persons. For example, for the first person in Fig. 9,
the model shifts from the man to the woman, which leads
to the mistakes on gender, hair style and lower clothing.
For the second person, the model shifts from the female
in the middle to the male in the back and the female in
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Fig. 11. Partial attributes’ results in mA (%) at different parts. FullBody
means the recognition results using the body image without parts. Best viewed
in color.

Fig. 12. Visualization of partial attributes’ results at three parts. The green
boxes are true positives and the red boxes are false negatives. Best viewed in
color.

the front. Thus, the person occlusions in the real scenes pose
a challenging problem on person attribute recognition.

4) Influence of Body Parts: To analyze the influence of
body parts, only the images without occlusions are selected
in training and test stage. For each selected human image,
the predefined three parts including head-shoulder, upper-body,
lower-body are extracted based on ground-truth annotations.
For each part, a linear SVM model with Pool5 features is
trained for each selected attribute. In the test stage, the ground
truth parts are used to recognize attributes, where the influ-
ence of part detection could be removed. Results of selected
attributes are shown in Fig. 11.

For human body, some attributes are relevant to fixed parts.
For example, Longhair depends on the HeadShoulder, and
Tshirt exists on the UpperBody. This is consistent with our
results in Fig. 11. For example, LongHair achieves high
mean accuracy using HeadShoulder features. Besides the part-
based attributes, some attributes, e.g. gender, are related to
the FullBody, and they are not sensitive to body parts. This
is also consistent with human perception. To have a better
visualization, we show the recognition results in Fig. 12.
Generally, those attributes which are partially occluded or have
similar appearances with background are hard to recognize,
such as LongHair and Hashat in HeadShoulder. There is still
a long way to learn to recognize these hard samples.

In summary, recognizing attributes in UpperBody is easier
than the other two body parts. This is reasonable as rich
information exists in UpperBody. The recognition of part
related attributes according to parts is relatively easier than
just using full body information. Spatial knowledge guided
pedestrian attribute recognition may be a promising direction.

TABLE X

ATTRIBUTE RECOGNITION RESULTS (%). THE BEST RESULTS EXCEPT
THE LAST TWO ROWS ARE INDICATED IN BOLD. IACN AND

IDEEPMAR ARE THE INDIVIDUAL ATTRIBUTE VERSIONS OF

ACN AND DEEPMAR. “C” AND “R” MEANS CAFFENET

AND RESNET50, RESPECTIVELY. DEEPMAR* ARE
RESULTS BASED ON BODY PARTS

5) Relationships Among Attributes: Some attributes have
strong correlations with each other. Learning multiple
attributes simultaneously may better capture the relationships
among attributes than learning each attribute separately. The
overall results are shown in Table X. As shown in Table X,
both ACN and DeepMAR can obtain better results than their
individual attribute versions IACN and IDeepMAR, as well
as the corresponding SVM-based methods, on label-based
evaluation and F1 of instance-based evaluation. This shows
that learning multiple attributes jointly could better explore the
relationships among attributes and improve the final results.

To further study the body parts’ influence on attribute
recognition, we perform extra experiments by utilizing the
full body and body parts together to recognize attributes,
which is shown as DeepMAR* in Table X. The input of
DeepMAR* has four blocks, including body image, head-
shoulder image, upper body image and lower body image.
Then the features are concatenated together at the final feature
layer (“FC7” or “Pool5”). The ground truth parts are used
in the test stage. After utilizing the body and parts together,
both label-based and instance-based scores can be improved
by 3% in CaffeNet. Though the improvement is not obvious
with ResNet50 as CaffeNet, it is still validate the advantage of
fusing parts and global information for attribute recognition.

B. Attribute-Based Person Retrieval

Typical attribute-based person retrieval depends on the
attribute recognition results. We adopt the same attribute
recognition algorithms in Section IV-A, including SVM, ACN,
and DeepMAR. In test stage, we use various numbers of
attributes for the query, i.e., single attribute based query and
multi-attribute based query. For the first category, we use
all the 54 attributes in our experiments. For the second
category, we manually select 5 group of attributes to generate
various combinations as queries, including gender, 4 upper
body attributes, 9 lower body attributes, 6 shoe types and
7 attachments. Not all the combinations of attributes are used
because many combinations have less true positive samples.
We then adopt a two-step strategy to sample the multiple
attribute queries. First, one or more groups are randomly
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Fig. 13. Partial results of multiple attributes based retrieval. The green boxes
satisfy the query while the red ones do not. Best viewed in color.

TABLE XI

THE MAP (%) OF PERSON RETRIEVAL RESULTS USING MULTIPLE
ATTRIBUTES ON RAP DATASET. ONE TO FOUR REPRESENTS THE

NUMBER OF ATTRIBUTES USED FOR RETRIEVAL. IACN AND

IDEEP-MAR ARE THE INDIVIDUAL ATTRIBUTE VERSIONS

OF ACN AND DEEPMAR. “C” AND “R” MEANS
CAFFENET AND RESNET50, RESPECTIVELY

selected except for gender. Second, one attribute is randomly
selected for each selected group. We combine the gender
and the selected attributes, and select the combinations which
have more than 100 ground truth samples as the final multi-
attribute based queries. Totally, there are 150 multi-attribute
based queries which are listed in supplementary materials.
The experimental results with different numbers of queried
attributes are presented in Table XI.

For the single attribute based person retrieval, although
SVM and deep models have similar mA values in Tabel X, the
mAP of SVM drops a lot compared with deep models as shown
in Table XI. This may because the mA concerns more about the
recall rate while the mAP pays more attention to the precision.
With the increase of the number of attributes used for retrieval,
the performance of both SVM and deep models decreases
monotonically. This is reasonable that the recognition of
multiple attributes simultaneously become harder with the
increase of attributes. So the consistent recognition of multiple
attributes in the same person is very important for multiple
attributes based person retrieval. This is why we introduce
the instance-based evaluation metrics where the accuracy of
co-occurrence of multiple attributes in the same person can be
reflected. To be more clear, some results of multiple attributes
based person retrieval are shown in Fig. 13.

TABLE XII

PERSON REID RESULTS (%) ON RAP DATASET. “×” MEANS THE
DISTRACTORS ARE NOT INCLUDED IN GALLERY SET AND “�”

MEANS THE DISTRACTORS ARE USED IN GALLERY SET.
“C” AND “R” MEANS CAFFENET AND

RESNET50, RESPECTIVELY

TABLE XIII

DATA PARTITION ON PERSON RE-IDENTIFICATION

C. Image-Based Person Retrieval

For the ReID task, we adopt the fixed data split as shown
in Table XIII. Specifically, there are 300 and 298 identities
who appear more than one day in the training and test set,
respectively. We randomly sample one image in each day
under each camera for each test person identity to form the
query set, and there are totally 7,202 queries generated in the
test stage. The proposed distractors are also used to evaluate
the effectiveness of different algorithms on large-scale gallery
set. We randomly select one sample of each identity for
validation to determine the proper hyperparameters, such as
rate of dropout, the weight λ in Eq. (7). Then we use all
the person images in the training set for training. Specifically,
for KISS, the features are preprocessed with PCA where 95%
energy is kept. The overall results are shown in Table XII and
visualization of partial results are shown in Fig. 14.

For hand-crafted features, the GOG shows better perfor-
mance than the ELF and the LOMO with three distance
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Fig. 14. Visualization of person retrieval with three methods. For each
method, the first column is the query person and the rest in each row are
gallery persons. Green and red boxes represent true positive and false positive
samples, respectively. The first row and second row in each method are the
rank list without and with distractors, respectively. Best viewed in color.

metrics. Compared with the hand-crafted features, the JSTL
which is learned from multiple ReID datasets, shows better
generalization capability. For those deep learning based meth-
ods, the end-to-end deep models, which have been trained on
the RAP dataset, generally have obtained better performances
than hand-crafted features ELF, LOMO, and GOG, as well as
the pretrained deep features in JSTL. Among these deep mod-
els, the multi-scale networks [38], [53], which are specially
designed to handle variation of pedestrian scale and pose, have
achieved improved results. Meanwhile, the deeper networks,
which own better representation ability, can obtain superior
performance, such as ResNet152 [32] vs. ResNet101 [32], and
DenseNet121 [52] vs. ResNet50 [32]. Furthermore, as a fine-
grained zero-shot learning problem, person re-identification
often resort to multi-branch networks to explore various visual
cues from both the global and local information. The global
branch could learn full body based features, while the local
branch could learn body parts based features which can
handle the pose variance and detection errors, as well as
enhancing local discriminative ability. Based on this idea,
the HACNN [54], which utilizes a multi-branch network
to joint learn multiple complementary attention maps and
maximizes their latent complementary effects, so as to achieve
the state-of-the-art performance

For two backbone networks CaffeNet and ResNet50,
the features which are learned from attribute classification
(ATT-C and ATT-R) show weaker performance than identity
classification (IDE-C and IDE-R). However, joint learning
attribute and identity (IDE-ATT-C and IDE-ATT-R) can further
improve person ReID results. This shows that attributes can
indeed assist feature learning for person ReID. Compared with
CaffeNet, the deeper network ResNet50 can produce better

TABLE XIV

ATTRIBUTE RECOGNITION RESULTS (%) ON THE TEST SET WITH/
WITHOUT DISTRACTORS. “×” MEANS THE DISTRACTORS ARE

NOT INCLUDED IN GALLERY SET AND “�” MEANS THE

DISTRACTORS ARE USED IN GALLERY SET.
“C” AND “R” MEANS CAFFENET AND

RESNET50, RESPECTIVELY

results, which is useful to guide the network design for ReID.
Compared with different metric learning algorithms, we find
that the L2 metric is good enough, and the learned KISS
and XQDA have similar results or even little worse. This
may because the learned feature metric can be more easily
overfitting on the sampled pair-wise training data.

To explore the influence of ReID on attribute recognition,
we show the attribute recognition results in Table XIV. For
CaffeNet, the joint learning of attribute and identity has a little
influence on attribute recognition, i.e., a little improvement
based on the F1 metric, while a tiny decline for mA value.
However, for ResNet50 which has much better representation
ability, attribute recognition drops about 5% for mA value and
about 4% for F1 metric. This is not consistent with results of
Lin et al. [18], where both the ReID and attribute recognition
can be improved. This may because that the ReID task can be
seen as an instance-level person retrieval, while the attribute-
based person retrieval is category-level. Thus, the objective
function of ReID may weaken the invariance of attribute
features. For example, many different persons may have some
of the same attributes. Due to the learning of ReID features,
more discriminative features should be learned, which leads
to a larger variance in intra-attribute category.

The results [18] suggest that ReID can improve the results
of attribute recognition. This is probably because the identity-
based attribute annotation decreases the inconsistency between
ReID and attribute recognition. However, the identity-based
attribute annotation is not reasonable, as the visibility of
attributes of the same person may vary along with envi-
ronmental factors, e.g., viewpoints. Assume that the same
person doesn’t change the appearance as crossing multiple
cameras, the identity-based attribute annotation subjects an
exactly identical attribute based representation among intra-
identity samples, which is consistent with the objective of
ReID to learn an invariant representation for each identity.
However, this assumption cannot well hold in RAP since the
same person may have large variation due to the large interval
of occurrence times (e.g., across days), and sometimes his/her
clothing and appearance could change greatly over multiple
days. So attribute classification may perform worse in the
multi-task network in RAP.

Due to the long-term data collection, person identities may
change their clothing and appearance greatly. To explore the
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TABLE XV

REID RESULTS (%) IN ONE DAY (“I”) AND CROSS DAY (“X”). “C” AND
“R” MEANS CAFFENET AND RESNET50, RESPECTIVELY

TABLE XVI

DISTRIBUTIONS OF THE NUMBER OF QUERIES AND PERSON IDENTITIES

AT DIFFERENT TYPES OF APPEARANCE CHANGES

influence of person retrieval in cross day, we select 3,397 query
images whose identities appear over multiple days for intra-
day and cross-day person retrieval. The overall results are
shown in Table XV. Obviously, it is much harder to retrieve
persons in the condition of cross day, which poses a new
challenge for the research of person retrieval in the future.
Furthermore, we make a quantitative analysis on the influence
of appearance change on cross-day ReID. First, we parti-
tion the appearance change into four types, including less
appearance change (None), only larger upper body appearance
change (Upper), only larger lower body appearance change
(Lower), larger upper and lower body appearance change (All).
The number of queries and identities at different types of
appearance changes are shown in Table XVI. Since some
person identities may appear more than two days, so they
may have more than one type of appearance change, which
leads to the total number of identities over different types of
appearance changes is 486, rather than 298. The appearance
at corresponding region is defined as larger change if the cor-
responding cloth types have changed more than 50% or color
types have changed more than 25%. Then based on these
four types of appearance changes, we can test the cross-
day ReID results at these four conditions independently with
two backbone networks, e.g. CaffeNet and ResNet50. Finally,
the quantitative ReID results under four types of appearance
change are shown in Table XVII. The experimental results
have shown that the mAP will decrease along the order of
“None, Lower, Upper, All”. It shows that the upper body has
more impact than the lower body in ReID, which is consistent
with common sense where the upper clothes often have more
variations. Specifically, from “None” to “All”, the mAP has
decreased greatly, which means that the current person re-
identification algorithms still have a large potential to handle
the large appearance variance in long term person retrieval.
Visualization of ReID results on the single day and cross day
based on IDE-ATT-R under L2 metric are shown in Fig. 15.

Finally, we explore the influences of instance-based and
identity-based annotations on attribute recognition and ReID.
In RAP, we can transform instance-based attribute annota-
tions into identity-based annotations, where for each identity,
the attribute is annotated as positive if any of his images

Fig. 15. Visualization of person retrieval on one day (top) and cross day
(bottom) for the same query. Green box and red box represents true positive
and false positive samples, respectively. The same person has different upper
clothes in two days. Best viewed in color.

TABLE XVII

QUANTIZED RESULTS (%) OF CROSS-DAY PERSON REID WITH

DIFFERENT TYPES OF APPEARANCE CHANGE. “C” AND
“R” MEANS CAFFENET AND RESNET50, RESPECTIVELY

TABLE XVIII

COMPARISON OF INSTANCE-BASED (PI) AND IDENTITY-BASED (PID)
ANNOTATIONS ON THE RESULTS (%) OF REID AND ATTRIBUTE

RECOGNITION. “C” AND “R” MEANS CAFFENET

AND RESNET50, RESPECTIVELY

have the attribute. Based on the transformed annotations,
we train a multi-task network as described in Section IV-C,
and then evaluate attribute recognition and ReID on the test
set with distractors. Experimental results of ReID and attribute
recognition based on different combinations of two types of
attribute annotations at training and test stages are shown
in Table XVIII.

For attribute recognition, the results drop significantly with
the instance-level metrics (e.g., F1) from PI to PID under
instance-based test set for both CaffeNet and ResNet50, which
illustrates that the identity-based attribute annotation makes
the learned model confused to obtain a consistent attribute
representation and weaken the accuracy of the prediction
of multiple attributes on one image sample. Furthermore,
to analyze the relations between the results of attribute recog-
nition based on the two types of annotations in test set
and those of person re-identification, we show the results
in Fig. 16 to have a clear illustration. From the figure,
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Fig. 16. The relations between the changing trends of ReID with Rank-1
metric (%) and the attribute recognition with F1 metric (%) with different
annotation strategies. “C” and “R” means CaffeNet and ResNet50, respec-
tively. (a) IDE-ATT-C. (b) IDE-ATT-R.

we can find the consistency between the changing trends of
attribute and ReID is different depending on different learn-
ing models. When using the model CaffeNet (IDE-ATT-C),
the PID based annotation in the test set results in a consistent
changing trend of results of attribute recognition with those
of ReID. As with deeper ResNet50 (IDE-ATT-R), the attribute
recognition results based on PI based annotations in the test
set are more consistent with the ReID performance. While
for the ReID task, as shown in [18], the identity-based
attribute annotation subjects an exactly identical attribute-
based representation among intra-identity samples, so that
the ReID results can be improved form PI to PID under
CaffeNet. However, for the network ResNet50 which owns
more powerful capability to learn intrinsic image features,
the more accurate instance-based annotations obtain superior
performance than the identity-based annotations. Considering
the somewhat inconsistent objective of attribute recognition
and ReID, it is worthy to study the problem of attribute-
assisted ReID with new designed objective function or network
structures in future.

In summary, with the RAP dataset, researchers can explore
more possibilities to improve person-centric perception algo-
rithms based on the richly annotated person attributes and
IDs. Firstly, the generative adversarial networks (GAN) based
domain adaption has attracted great attentions in ReID
researches recently, such as Similarity Preserving Generative
Adversarial Network (SPGAN) [56] and Person Transfer Gen-
erative Adversarial Network (PTGAN) [57]. Based on the
RAP dataset, the GAN can be improved to synthetize more
high-fidelity pedestrian images with some guidance of attribute
consistency. Secondly, towards a middle-level attribute based
representation, the interpretability of ReID model can also
be enhanced, where the fine-grained similarity at attribute
level can be studied to provide more reliable explanations
of person ReID model. Finally, the RAP dataset will also
extended with more data and annotations in the future, such as
person poses, and dynamic tracklets, so that the multiple kinds
of rich annotations can provide a new evaluation platform of
composable intelligent vision system.

VI. CONCLUSIONS

To promote the research of person retrieval, we collected a
large-scale richly annotated pedestrian dataset in real surveil-
lance scenarios. Based on the dataset, we implement several
state-of-the-art algorithms on pedestrian attribute recognition
and person re-identification, and perform extensive evalua-
tions with three tasks on person retrieval, where an effective

instance-based metric is proposed to measure the performance
of attribute recognition. We also have made detailed analyses
about the contextual and environmental factors in pedestrian
attribute recognition. Furthermore, we explore the influence
of pedestrian attribute for person re-identification based on
current state-of-the-art deep learning networks with a multi-
task learning structure. In addition, a new challenging problem
of cross-day person retrieval is posed and we find that the
current re-identification algorithms are still not good enough
to handle the partial variation of cloth appearance. To our
knowledge, the RAP dataset is current largest person retrieval
dataset which can support attribute-based person retrieval and
person ReID simultaneously. The rich annotations of attributes,
person identities as well as the environmental and contextual
factors provides a unified testbed to develop more advanced
techniques on person retrieval in real surveillance scenarios.
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